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1.0 INTRODUCTION

Modern immunology provides a detailed but rather qualitative description of the active response
of the immune system to any entity invading the biological organism and recognized as an
antigen by the immune cells. In a similar way that a malicious computer program is constructed
from the same instructions as legitimate software but sequenced in a fashion that makes it
malicious, an alien proteins are constructed from the same building blocks (amino acids) as the
cells of the host but differently sequenced. In many ways, the effects of an antigen on a
biological organism are similar to those caused by some information attacks on computer
networks. This is the major reason for considering the active response of the immune system,
honed to perfection by million-year evolution, as an ideal mechanism for protecting computer
networks from information attacks. It is said that the immune response is genetically optimized
for its specific environment; although this environment is different from a computer network,
this difference narrows with every new advancement in computing technology.

The specific immune response is the main mechanism enabling the immune system to destroy
cells of the intruding antigen. This is accomplished by multiplying, on demand, fighter cells that
are uniquely equipped for counteracting this particular antigen by carrying the genetic sample of
the intruder. The immune system is prepared to counteract practically any antigen as it contains
cells that specialize in at least 10" various genotypes. However, the actual ability of the immune
system to destroy an intruder depends on its ability to detect and identify the intruder, generate
specialized fighter cells at the necessary rate maintaining the necessary balance between the
concentration of the intruder and immune cells, i.c. to actively respond to the intruder.

Consequently, active response of the immune system includes several stages. It starts from the
intrusion of the antigen cells in the biological organism. Intruding cells quickly proliferate and
their concentration exponentially increases. As the result, the probability of a physical contact of
an antigen cell with a specialized immune cell capable of recognizing it as an antigen increases.
The initial concentration of specialized cells depends on the previous exposures of the organism
to this antigen (i.e. acquired immunity). The detection of the antigen triggers the process of
exponential proliferation of immune cell-fighters specialized to destroy the antigen cells.
Multiplying antigen cells and multiplying immune fighter cells compete for limited resources of
the biological organism. It could be seen that the outcome of this process (recovery, chronic
infection or lethality) greatly depends on the time period between the moment of infection and
the moment of detection of the antigen. When the proliferation of the antigen cells goes too long
before detection, its cells consume a greater share of the resources of the host thus preventing the
fighter cells from sufficiently multiplying, leading to lethality. A high initial concentration of
specialized fighter cells (after the organism has been immunized for a particular infection)
facilitates the early detection of the antigen and prevents it from overwhelming the immune
defenses. After the antigen has been defeated, the residual concentration of specialized fighter
cells slowly decreases providing high immunity to similar infection. It could be seen that at
certain conditions, parity between proliferating antigen and fighter cell could be achieved leading
to chronic infection. Figure 1 below illustrates stages of the active immune response.
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Figure 1: Stages of Active Immune Response




The mechanism of active response of the immune system could be described in terms of a
negative-feedback closed-loop circuit and nonlinear differential equations could be established
for its particular stages. This would result in a mathematical model of the immune response
describing the complex interaction of three major factors, concentration of the antigen cells,
concentration of the specialized immune fighter cells, and the available resources of the
organism. Such a model would provide a means for the understanding in quantitative terms and
numerical simulation of the active immune response. Subjected to analytical techniques offered
by modern control theory, this model would enable us to establish the conditions for three
possible outcomes of such interaction, full recovery, chronic infection, and lethality, and to
formulate a control law assuring the full recovery outcome.

It is understood that the proposed model will be only as accurate as its parameters that in the case
of the biological immune system could be only roughly guessed at. Therefore, the model cannot
be effectively used for the prediction of the outcome of a disease caused by antigen. It is equally
meaningless to utilize the developed model for the modification of the immune response as it is
well beyond our abilities. However, the importance of the model of the immune response for the
computer network applications shall not be underestimated because of the following reasons:
e this model would describe the principle of operation of a system providing very
successful defenses against information attacks;
e in the case of a computer network, paramecters of such a model could be accurately
estimated that makes the model accurate and dependablc;
¢ such a model could be instrumental for the analysis and design of defense mechanisms
intended for computer networks.




Therefore, at the second stage of this research it is proposed to utilize the developed model for
the description of the infection and recovery of computer networks subjected to information
attacks. One can realize that every stage of the active immune response could be observed in our
experience with recent computer epidemics. With the appropriate choice of parameters, the
model of immune response presents a successful simulation tool for the vulnerability analysis
and prediction of consequences of information attacks on computer networks. Morecover, the
control law synthesized using the methodology of advanced control systems to assure a full
recovery outcome for the immune system could be reformulated in terms of the characteristics of
computer networks and interpreted as a set of instructions to a network manager.

This research is aimed at

1.

Establishing a mathematical model of the immune response utilizing recent findings of
immunology and implementing it in a simulation environment;

Parameter sclection of the model in order to assure “credible” simulation of the
interaction between the antigen and the immune cells described by the three major groups
of model variables: concentration of the antigen, concentration of the specialized immune
cells, and the available resources of the organism.

Applying the methodology of modern control theory for the establishing the principles of
operation of a closed-loop control system assuring the survivability of a computer
network subjected to an information attack perpetrated by self-replicating malicious
software

Addressing the feasibility issues pertaining to the development of a computer network
defenses implementing the active immune-like response to self-replicating malicious
software




2.0 IMMUNOLOGY-INSPIRED METHODS IN COMPUTER SECURITY

Our ever-growing dependence on computer networks is accompanied by ever-growing concemns
about the networks’ vulnerability to information attacks and the dependability of the existing
network security systems. Major threats, well recognized by government, private institutions and
individual users, are stemming primarily from self-replicating malicious software. Modem
worms and viruses propagate through the Internct much faster and cause more damage than their
predecessors. In 2001 the Code Red worm propagated faster than the Melissa virus in 1999 and
much faster than Morris” worm in 1988. In the case of the Code Red worm, only several days
passed from the moment of its first detection to a wide spread propagation of malicious activity.
Several months later, the Nimda worm caused severe damage within one hour of the detection of
infection. The Slammer worm caused harm in only a few minutes. Since Code Red, the
development of complex infection strategies has progressed to such a level that in January 2003,
the W32.SQLExp worm propagated so fast that human intervention could not prevent its spread.
A govermnmental reaction to the threat of virus activity and the destruction that could ensue was to
create and fund organizations such as the Coordination Center of Reaction to Computer incidents
(CERT/CC) in 1988 and the Department of National Cyber-Security in 2003.

Up until now effective counter-measures to worm attacks have consisted of revealing the
infected hosts as quickly as possible in order to minimize damage and search for the "holes” in
security systems. However, there arc many factors which decrease the efficiency of counter-
measurers. Every year about four thousand new "holes” in security systems arc revealed.
Presently, more than 200 million computers are connected to the Internet and their numbers are
growing rapidly. Every moment millions of vulnerable computers arc interconnected through the
Internet. Sophisticated attacks can provide resources to adversaries allowing them to utilize the
vulnerable computers to aide in carrying out future mass attacks. Many attacks are performed in
a completely automatic fashion and are distributed at the speed of light throughout the Internet
disregarding geographical and national borders. Technologies utilized by developers of
malicious software are becoming more and more complex and in some cases are completely
concealed from detection which has the effect of increasing the time necessary for the detection
and analysis of the attack. There is a growing dependency on the Internet among its users ‘and
many rely heavily on it for business transactions as well as many other important functions. Even
a relatively short-term interruption of Internet services can cause significant economic damage
and may subject major governmental and private services to threat. Due to the combination of
these factors even with the fastest reaction, it is quite reasonable to cxpect that a major cyber
attack would cause significant economic losses and a decline in overall workplace productivity.

Computer network security has been a major area of concentration of research efforts. While
“traditional” research utilizing methods of computer science, information science, cryptology,
communication, etc. is still prevalent, a novel dircction in computer security was established over
two decades ago. It was realized that by its very nature, a typical attach on computer network has
many commonalities with the attack of an alien protein on a biological organism. The similarity
between the biological immune system and a computer network security system could be
demonstrated by just a few common featurcs tabulated below [1], {2]. This explains the attention
to the development of network virus propagation models reflecting methodologics and
terminology acquired from biological immune systems. It is becoming increasingly common to




find solutions, inspired by epidemiology and immunology, applied to various intrusion
detection/mitigation systems for computer/networks successfully dealing with malicious

software.

Table 1. Similarity Between Biological Systems and Computer Networks

extensive interaction between components,
NUMErous entry points

Biological Systems Computer Networks
High complexity, high connectivity, | High complexity, high connectivity,

extensive Interaction between components,
numerous entry points

Vulnerability to alien microorganisms that
can quickly contaminate the system resulting
in its performance degradation and collapse

Vulnerability to malicious codes introduced
in the system result in unauthorized access to
information and services and denial of
service

Alien microorganisms as well as cells of a
biological system are composed of the same
building blocks, a small number of basic
amino acids

Malicious and legitimate software are
composed of the same building blocks -
basic macro commands

The difference between alien
microorganisms and the healthy cells of a
biological system is in the (gene) sequencing
of their building blocks

The difference between malicious codes and
the legitimate software of a computer
network is in the sequencing of their building
blocks

Invading alien microorganisms proliferate
within the host consuming its vital resources

Information attacks are perpetrated by self-
replicating malicious software that consumes
critical resources of the computer network in
order to proliferate

Immune defenses compose a multitude of
semi-autonomous specialized, cooperating
and communicating agents — immune cells

A multitude of semi-autonomous specialized,
cooperating and communicating agents — is
the format of modem software systems

In 1991 Kephart pioncered the application of epidemiological models for the mathematical
description of the complex dynamic phenomenon of propagation of self-replicating software
such as simple file viruses [3]. File viruses distribution in networks was formalized in terms of
probability laws [4, 5] for homogeneous, localized and random replication patterns. He should be
credited for the introduction of the very concept of immune system for computers in [6] and its
further development in [7] and [8], [9]. Worms have received true recognition after the attack of
the Code Red worm in July, 2001. Consequently, the first propagation case study was presented
in [10], where authors utilized the collected data for the analysis of the infection and disinfection
rates. More fundamental analysis of the worm propagation dynamics was performed for SQL

Slammer worm in [11].




The deterministic and stochastic nonlincar mathematical models developed by Kephart [3-7],
alongside with the development of the theory of mathematical epidemiology, has formed the
basis for more advanccd mathematical models of immune systems representing and describing
networks. Epidemic based models to explore several defensc strategics that take into account
network connectivity as well as thc comparison of passive defenses with active defensecs in
customer networks is discussed in [12]. A continuous epidemic model is used to consider
effectiveness in terms of thc total number of protectcd hosts, the total consumed nctwork
bandwidth, and the peak scanning rate. These equations include a stochastic parametcr which
reflects the scanning rate of an infected host and the mean probability of sclecting a certain
address [13]. A model which takes into account variable infection rates and variable cure rates to
take into account thc rate and pattern of infection, thc network topology, and human
countermcasures is discussed in [14]. Discrete mathematical equations that analytically model
virus propagation in any network including real and synthesized network graphs are formulated.
A gcneral epidemic threshold condition that applies to arbitrary graphs is considered as well as
an cpidemic threshold model which subsumes many known thresholds for special-case graphs
(e.g., Erdos-Renyi, BA power-law, homogeneous). The threshold tends to zero for infinite
power-law graphs [15]. Wang et al. [16] present the analysis of epidemiologic modcls for
computer networks including the Kephart-White model [3, 4], the Staniford et al. model [17], the
Pastor-Satorras et al. model [18-23], and the Barabasi et al. model [24]. It was pointed out that
studies carricd out by Kephart and White are based on topologies that do not represent modem
networks, Staniford et al. reported a study of Code Red propagation, but did not attempt to creatc
an analytic model, the more rccent studics by Pastor-Satorras et al. and Barabasi ct al. focused on
epidemic models for power-law networks. The simulation and examination of several key
characteristics of infection, including the rate of infection through the network and the rate at
which individual nodes are re-infected during an attack as wcll as the theory that the cffect of
immunization is only effective on ccrtain nodes in the network is discussed in [25]. The
Analytical Active Worm Propagation model (AAWP) utilizes a discrete time model and
deterministic approximation to describe the spread of active worms [31]. It characterizes the
behavior of worms that usc random scanning tcchniques. The model is capablc of the
characterization of the sprcad of active worms. The AAWP modcl is also extended to
characterize the sprcad of a worm that utilizes local subnet scanning. Thc AAWP model
considers the patching ratc and the time taken to infect a machine. The first commercial-grade
immune system that can find, analyze, and cure previously unknown viruses faster than thc
viruses themselves can spread is discussed in [30]. A worm simulation model is developed to
model the large-scale spread dynamics of a worm and its effects on the network. A homogeneous
deterministic epidemic model and a stochastic epidemic model are considered. A spatial
epidemic model in order to study scan traffic flows is also discussed in [26]. The space of worm
containment systems using rcaction time, containment strategy, and deployment scenario and the
use of containment mechanisms, content filtering, and blacklisting, in order to control network
epidemics are discussed. A continuous mode! is developed for simulating worm growth and
worm containment systems [32]. The two-factor model which is more suited to modeling intcrnet
worms as classical epidemic models is developed. Worm propagation is modeled as a continuous
differential equation and simulation is done in discrete time. Recursive filtering algorithms for
stochastically dynamic immune computing systems are discussed in [33].

The dcvelopment of a mathematical model of the immune system by investigating immune
system processcs and optimizing the immune system response is the first step in creating an




immune response to virus attack. Currently, in the study of immune system control, there exist a
number of methods connected to processes of optimization intended to solve several problems
including immunotherapy and immuno-correction. These methods are also involved in
stimulation of the immune system and its distinct cellular populations. The given problems are
frequently treated within the framework of optimal control synthesis with respect to chosen
performance criterion. The optimal control approach is used in the following problems and
applications. The therapeutic enhancement of innate immune response to microbial attack is
addressed as the optimal control of a dynamic system [34]. In the model immune response is
augmented by therapeutic agents that kill the pathogen directly, that stimulate the production of
plasma cells or antibodies, or that enhance organ health. Therapeutic enhancement of humoral
immune response to microbial attack is addressed as the stochastic optimal control of a dynamic
system [35]. Without therapy, the modeled immune response depends upon the initial
concentration of pathogens in a simulated attack. Immune response can be augmented by agents
that kill the pathogen directly, that stimulate the production of plasma cells or antibodies, or that
enhance organ health. Using a generic mathematical model of immune response to the infection
(i.e., of the dynamic state of the system), previous papers demonstrated optimal open-loop and
neighboring-optimal closed-loop control solutions that defeat the pathogen and preserve organ
health, given initial conditions that otherwise would be lethal [34,36]. Therapies based on
separatc and combined application of the agents werc derived by minimizing a quadratic cost
function that weighted both system response and drug usage, providing implicit control over
harmful side effects. Optimal control for a class of compartmental models in cancer
chemotherapy is discussed in [37]. Optimal control in a model of dendritic cell transfection
cancer immunotherapy is explored in [38]. An optimal Human Immunodeficiency Virus (HIV)
treatment by maximizing immune responsc is discussed in [39, 40, 41, 42, 43]. A general
mathematical model for cancer chemotherapy as an optimal control problem for a bilinear
system is considered. The necessary and sufficient conditions for strong local optimality of bang-
bang controls arc developed. These results apply to a 3-compartment model which besides a
killing agent also includes a recruiting agent. For this model it is shown that singular controls are
not optimal, in fact singular regimes for the killing agent are locally maximizing with many
optimal bang-bang trajectories near the non-optimal singular arc [44, 45]. A mathematical model
for the dynamics between tumor cells, immunec-effector cells, and the cytokine interleukin-2 (IL-
2) 1s developed. An optimal control strategy is developed in order to maximize the effector cells
and the interleukin-2 concentration and to minimize the tumor cells using numerical techniques
[46].

More recently, the concept of an active defense mechanism for a computer network attacked by a
worm was presented by Liljenstam and Nicol in [31], wherc authors discussed different models
of active defenses and their effect on the network throughput. The active immune-like network
response was called reactive antibody defense in [32]. The consideration of active defense
mechanisms has immediately prompted the consideration of the cffect of limited network
resources, such as bandwidth. It was pointed out that the deployment of a so-called anti-worm
may significantly consume network bandwidth as well as in the case of a malicious worm [33].
In [33] authors emphasize the importance of applying optimal reactive response that takes into
account the infection and treatment costs in terms of network resources. Authors discuss possible
ways to determine optimum level of the defense efforts to be applied for a given rate of infection
spread that would minimize some total cost function.




A new generation of defense mechanisms for computer networks, minimizing the need for
human intervention, became increasingly popular. Authors in [26] presented a technique for
automatic generation of an anti-worm through detecting and  substituting payload of the
malicious worm. As a result, they proposed a method that has a potential for transforming a
malicious worm into an opposing anti-worm. A system for automatic revealing susceptible
points and generating a patch for target application is presented in [27]. A feasibility of
automatic signature generation for worms perpetrating buffer overflow attacks has been studied
in [28], [29].

The problem statement for the optimal control of biological systems is formulated as
minimization of some criteria that represents the purpose of the immune system to the best
understanding of the researcher. For example, the problem of cancer chemotherapy has been
formulated [37, 47-49] as an optimal control problem over a fixed interval [0; T] with objective
given in Bolza form as

v
J(u)=rN(T)+ j u,(£)dr — min, (1)
0

where r=(r,..,r,) is a row-vector of positive weights and the penalty term rN(7) gives a
weighted average of the total number of cancer cells at the end of the fixed therapy interval

[0; T]. The control u, - signifies the immune fighter agent. The number of cancer cells which are
killed and thus do not undergo cell division at time 7 is given by the portion u,(¢) of the outflow
of the last compartment, i.e. u,(7) is proportional to the fraction of ineffective cell divisions.
Since the drug kills healthy cells at a proportional rate, the control #,(¢) is also used to model the

negative effect of the drug on the normal tissue or its toxicity. Thus the integral in the objective
models the cumulative negative effects of the killing agent in the treatment. Side effects of
blocking and recruiting agents are ignored in this formulation. The objective functional is the
effect of the immunotherapy while minimizing the cost of the control [47]:

g
J(u) = I(x(l)—y(l) +2(1) -%B(u(r))’)dz —Smax, (2)

Here the amount of effector and Interleukin-2 cells are minimized while the number of tumor
cells and the cost of the control are maximized. B is a weight factor that represents a patient's
level of response to the treatment. The optimal therapeutic protocol [44] is derived by
minimizing a treatment cost function J, that penalizes large values of pathogen concentration,
poor organ health, and excessive application of therapeutic agents over the fixed time interval,

[IO,I,] and at the end of the treatment interval. The objective functional to be maximized is [43]

T
J(uy,u,) = J'[T—(A,u,2 + A )t — max (3)
0




The first term represents the benefit of 7 cells and the other terms are systemic costs of the drug
treatments. The positive constants 4, and 4, balance the size of the terms, and u;,u; reflect the

severity of the side effects of the drugs. When drugs such as interleukin are administered in high
dose, they are toxic to the human body, which justifies the quadratic terms in the functional. The
goal is to maximize the number of T cells and minimize the systemic cost to the body.

Classical methods such as the principle of the Pontryagin [50, 51] and Bellman dynamic
programming [52, 53] are used to solve the problems associated with the optimal control of
biological system immune response [34-49]. However, the powerful mathematical methods of
modern control theory such as dynamic programming can be applied to solve the stated
optimization problems even in the case when other methods fail due to computational
complexity. It directly involves tasks which entail the control synthesis problem or optimization
problems for computer networks [52, 53]. The method of dynamic programming is used in
research and in the solution of problems of optimal control for processes in conditions of
uncertainty which are typical for computer networks.

In the case of immune system models of computer networks, the problems of optimal response
synthesis were solved, according to the problem statement, through defining an optimal
trajectory of virus attack suppression using anti-virus programs with respect to different initial
conditions [3, 4, 10, 11] in the absence of external disturbance. However, in recent results [54],
Pontryagin’s Principle was used in finding the optimal control solution for immune system based
network models by analogy with the cost optimization problem of Goldman and Lightwood [55]
which consisted of minimizing the value of costs incurred from both disease and treatment in
biologic epidemiological models. The first cost to be minimized is the cost of infection which is
represented by the average delay caused by reduced system performance and increased network
traffic. The other cost to be minimized is the cost of treatment which can be represented by node
delay due to recently increased filtering. This model [55] uses nonlinear differential equations to
provide a qualitative understanding of viral spread.

In the presented work the main principles and mechanisms of immune system response are
utilized to solve the problems conceming the development of an optimal computer network
immune system response for defense against attacks by malicious software. The main feature of
the work is the design and the careful substantiation of a mathematical model of the immune
response of a computer network including a description of the dynamics of change of the number
of infected hosts, the number of detected and cured computers with anti-virus programs, as well
as the dynamics of change of resources as a degree of computer network bandwidth loading
under activity of viruses and anti-virus software. The mathematical model is to be constructed
according to the combined influence of virus attacks and anti-virus software, and also their direct
influence on computer network resources.

In 2001-02 the authors were engaged in the project BASIS (Biological Approach to System
Information Security) funded by Air Force Research Laboratory. This effort was aimed at the
establishment of important similarities between a biological immune system and a computer
network subjected to an information attack that could be explored for the development of the
next generation of computer network defenses. This project resulted in a number of publications
[1], [2] and provided the team with valuable new concepts in computer security.




Project Recognition of Computer Viruses by Detecting their Gene of Self-Replication, also
funded by the air Force Office of Scientific Research (AFOSR), has been exploring the notion
that while most malicious software self-replicates in order to create a computer epidemic
maximizing its destructive effect, self-replication of legitimate software is very uncommon. At
the same time, the number of practical self-replication techniques utilized in viruses and worms
is quite limited and requires the developers of new attacks to utilize the same “old” self-
replication techniques in new viruses and worms. Consequently, the detection of self-replication
functionality in computer code provides the basis for the detection of both known, and what is
more important, previously unknown malicious software. It was found that monitoring and
analysis of system calls during the execution time provides the most dependable approach for the
detection of attempted self-replication [56]. This has resulted in the development of a Dynamic
Code Analyzer (DCA), a resident software tool that monitors system calls and detects specific
subsequences (patterns in the system call domain) indicative of self-replication. The process
engaged in self-replication would be suspended and the user is given an authority to continue or
terminate the process. The DCA has been successfully tested against both known and previously
unknown malicious software. It could be seen that while DCA may not prevent the damage
caused to an individual host, it surely prevents the development of computer epidemics.

It is expected that a self-replicating anti-worm would implement the most advanced propagation
strategies resulting in disinfection and/or immunization of individual hosts. Consequently, both
the worm and anti-worm activity has to be quantified by the number of infected hosts and the
number of disinfected or immunized hosts correspondingly. Worm activity has a strong impact
on the bandwidth of networks. The bandwidth of a network can be considered as the most
relevant network resource that affects both the quality of network operation as well as the
propagation of self-replication software. Consequently, the bandwidth of a network becomes a
key factor to be addressed in a mathematical model of the network’s immune response. While
there are many alternative ways to quantify the bandwidth of a network, it typically represents
the amount of transmitted information per unit of time.

The resultant AIR model follows the principles of operation of a biologic immune system
describing the interaction between resources of the organism, antigens, and the immune system.
The model variables represent (1) network resources, expressed as the available capacity
(bandwidth) of the information channels (bits/sec) utilized by the worm and anti-worm software,
(2) number of disinfected/ immunized hosts, and (3) number of infected hosts. It could be seen
that the above variables are interrelated: differential increments of infected and disinfected hosts
directly affect the network bandwidth, propagation rates of the worm and anti-worm depend on
the available network bandwidth, the number of infected computers depends on the propagation
rates of worm and anti-worm, etc. The developed model comprises several nonlinear stochastic
differential equations; the stochastic nature of the AIR model is reflected by the fact that the
numbers of infected and disinfected/immunized hosts are statistical estimates of the respective
quantities that in reality could be obtained by the scanning of a relatively small group of
randomly chosen hosts (selective sampling).

In summary, the following critical features of the active immune response could be noted:
e Distributed detection/identification mechanism
e Synthesis of highly specialized defense agents on demand
e Controlled self-replication of the defense agents
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o Efficient status assessment of the network
e Negative feedback control assuring sustainable operation of the network

The implementation of the active immune-type response in a computer network security system
provides the only altermative in the assurance of dependable network operation of in the nearest
future. This could be achieved by the development of a fully automatic computer network
security system capable of timely detection and mitigation of information attacks perpetrated by
self-replicating malicious software is proposed. The system will detect an attack and synthesize
and deploy specialized self-replicating anti-worm software for attack mitigation. It will require
an advanced feedback control scheme to insure the observability and controllability of the
overall process thus preventing the overload of the network bandwidth will be implemented.
Efficient procedures for attack detection, feedback generation and control of self-replication of
the anti-worm are to be developed.
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3.0 MODELING THE IMMUNE-TYPE RESPONSE OF A COMPUTER NETWORK

A mathematical model provides the basis for the implementation of various control schemes
facilitating the deployment of an “observable and controllable” anti-worm within the limited
bandwidth of the network thus achieving sustainable operation of a network subjected to an
information attack.

Mathematical modeling the immune response necessitates analyzing the factors responsible for
the propagation of viruses and revealing the most significant of them in order to define strategies
which have a high probability of being used by the creators of worms in the future.

Developers of malicious software are constantly deploying new worms and optimizing their
distribution speed. Nowadays there are two types of viruses; those which effectively work in the
Internet and those which work in a local area network. Quickly propagating Internet worms such
as Code Red and SQL Slammer are much less effective in a local area network than viruses
using local addressing such as W32.Blaster. It is possible to create a hybrid virus which will
randomly choose a network, and consequently scan it.

Scanning a network can be performed by scanning via a predetermined “hit list” or scanning by
permutation. When scanning from a hit list, the virus selects only a few computers from a list of
thousands of vulnerable IP-addresses. Permutable scanning is performed in a random fashion
making sure that IP addresses are not scanned more than once.

It should be noted that Slammer did not use either of these two types of scanning to achieve its
fast and massive world wide propagation. This worm used random scanning only. In other words
the worm used the Pseudo Random Number Generator (PRNG) to generate a list of IP addresses
which were used to scan for hosts accessible via UDP port 1434. After the detection of such
computers, the worm sends them its shell code in an attempt to infect them and continues
scanning for vulnerable machines.

Although random scanning is considered to be ineffective in comparison with other IP address
generating techniques, it is still a fast enough technique to be extremely devastating. In fact it
was so impetuous, that the majority of network administrators were unable to respond to the
worm before their systems became infected.

The model results of [15] demonstrate how different scanning strategies influence the total speed
of virus propagation. According to the given results, the factors having the greatest influence on
a simulated distribution of a network virus have been revealed as follows:

1)  Address sampling: The method of address sampling has a huge impact on the speed of virus
propagation. Various methods can include completely random sampling, random sampling
with local preferences, and consecutive polling.

i) Multithread processing: Scanning in a single thread of the process is much lower in many
duplicated threads.

ill) Method of preliminary scanning: Defining hosts by "listening" to the required port before
sending data to the hosts boosts the effectiveness of the worm.
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In current network immune systems, [12, 17-23], mathematical models are described by
stochastic equations and are characterized as Markov processes. The following discussion
constitutes the basis of the work and is intended to consider several variants of the presented
models.

In order to propagate, computer worms scan a wide-area network, striving to find vulnerabilities
in software of individual hosts. Having found the IP-address of a vulnerable host, the worm
simply injects itself from the network into the unprotected machine using previously revealed
vulnerabilities. Once installed in the host’s memory, the worm, searches for other vulnerable
computers and sends itself to their TP addresses. While different types of worms use different
propagation strategies and exhibit different propagation rates, all of them successfully propagate,
using the slightest vulnerability to penetrate existing security systems. It could be seen that the
number of infected (or scanned) hosts is one of the variables quantifying the attack.

Worm activity has a negative impact on the bandwidth of networks. For example, the code size
of the quickly propagating Slammer is very small, 404 bytes including the header. The small size
accounts for the high speed of its propagation. During the first minute of attack, the quantity of
infected computers grew exponentially, doubling every 8.5 seconds. By searching for potential
victims during a 10-minute time period, the worm scanned about 3.6 billion out of approximately
4 billion existing Internet addresses, reaching the scanning rate of 55 million hosts per second
during the first three minutes of the attack. As the attack progressed, this rate decreased due to
the limited networks’ bandwidth. Although the worm did not carry destructive instructions, as
did Code Red and Nimda which changed files and damaged web-sites, it caused serious damage
during the peak of the epidemic consuming a significant portion of the Internet bandwidth, and
interfering with the operation of many servers. Consequently, the bandwidth constitutes the main
network resource relevant to our problem, and properly quantified presents another important
characteristic of the attack.

A mathematical model of the network response cannot be established without describing the
effects of anti-worm activity, i.e. the worm-like propagation of anti-worm programs. Such anti-
worm technology could be exemplified by Welchia, which is one of a few worms intended for
the neutralization of another malicious program, Blaster worm. In the same way as Blaster,
Welchia penetrates into a computer through a gap in Windows firewall, first having verified that
the computer is infected with Blaster. Welchia then deletes Blaster, completely restores the
attacked system, and loads the Microsoft update thereby fixing the vulnerability.
Understandably, the propagation of anti-worms is affected by the limited networks’ bandwidth
and can be described by the number of disinfected (or scanned) hosts or released anti-worm
software units.

Now it could be seen that the mathematical model of the network’s immune-type response
should describe the complex, dynamic interaction of three factors, the number of infected hosts
(or scanned by the worm), the number of disinfected hosts (scanned by the anti-worm, or
released anti-worm software units) and their combined effect on the network bandwidth.
Following the principles of operation of the immune system describing the interaction between
resources of the organism, antigens, and the immune system, we bring into consideration the
basic variables of the mathematical model establishing the correspondence between the
“biological” and “computer network™ concepts. Figure 2 below provides a block diagram of a
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computer model of active immune-type response and simulation results reflecting various initial
conditions, severity of infection, level of the resources of the organism, and level of immunity of
the organism (i.e. previous exposure to the same attacker).
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Figure 2: Block Diagram of a Mathematical Model of Active Immune-type Response and
Simulation Results Corresponding to Different Initial Conditions
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3.1. Continuous-time Model

System resources: The bandwidth represents the joint capacity of the network’s communication
channels and could be expressed in bit/sec. During the active network response the bandwidth is
utilized by both the worm and anti-worm. Introduce variable W(r) that denotes the bandwidth
consumed by the worm and anti-worm during the attack. Note that before or after attack this
variable exhibits all properties of a characteristic of a stable, inertial system and exponentially
returns to the value of zero with time (network “inertia” accounts for the finite connectivity
within the network, its distributed nature, and various phenomena slowing its operation). The
equation describing the natural dynamics of the network bandwidth in the absence of attacks
could be written as:

dw(t)

+yW()=0, W(0)=W, 4)

where >0 represents the “natural” rate of change of bandwidth, and W, >0 is some initial
value.

Number of infected hosts: Let variable X(r) represent the number of infected computers that

would exponentially increase due to the worm propagation and decrease due to the anti-worm
activity. The equation describing the dynamics of the number of infected computers at the very
early stage of the attack could be described as:

%- ax(t)=0, X(0)= X, (5)

where a>0 is the “natural” rate of change of quantity X(¢), X, is some initial value
characterizing the intensity of the attack.

Number of deployed units of anti-worm software: Let Y(t) represent the number of deployed
units of anti-worm software. It is expected that this number, governed by some control
mechanism, will be exponentially increasing to oppose the propagating worm and decreasing as
the worm if being defeated. The natural dynamics of the appropriate process at the early stage of
the attack can be defined as:

LA ’; f’) + BY(1)=0, ¥(0)=0 6)

where >0 represents the “natural” rate of change of variable Y (7).

Now let us consider the interaction of the above variables during the attack. The network
bandwidth during the attack will be consumed by scanning activities performed by worm and
anti-worm, and file transmission causing infection and disinfection of computers. To quantify
these effects, equation (4) is extended as:
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dw (1)

& + YW ()=60X(1)+ Y (1) @)

where 6X(r) and OY(r) represent the bandwidth consumption by the propagating worm and
anti-worm correspondingly, € and J are positive constants.

Reconsider equation (5) taking into account that the bandwidth consumption slows the worm
propagation process and the anti-worm activity can reverse it. This reality could be described as
follows

%l-[a-zwu) -uY (] X(1)=0 (8)

where 4 and g are positive proportionality coefficients.

Now let us modify equation (6) accounting for the effect of the changing network bandwidth on
the propagation of the anti-worm and assuming that the anti-worm generation effort is
proportional to the number of infected computers (simple proportional control law). Then the
number of deployed units of the anti-worm software will be changing according to the equation:

—‘%ﬂﬂwwmmr)=pX(r)Y(:) ©)

where pis shows the rate of detection of the infected hosts. Note that the product
p X ()Y (1) signifies the fact that as the number of infected hosts decreases, it becomes more
difficult to account for them by the control activity.

Thus, the mathematical model of the immune-type response of a computer network is described
by the following system of continuous nonlinear differential equations, describing the inertial
properties of the network and complex interaction between its key variables, the increment of the
network bandwidth, the number of infected hosts, and the number of deployed units of the anti-
worm software:

ﬂgf—”—:—ﬂV(r)+9X(I)+5Y(t)

dx() _,_ -

<T_( AW () +a— uY (1) X(1) or (10)
D — o (+ X (- Y1)

W(1) -y 6 s 1[ww
X(0)|=|-AX(t) @ -uX@||X@) (1)
Y(0)| |-eY@) pY@)y -pB [Y(t)
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with the initial conditions
W(0)=0, X(0)=X,>0, Y(0)=Y,>0 (12)

Analysis of the above equations indicates that they represent the natural motion of a nonlinear
system that in the case of global asymptotic system stability and regardless of the initial severity
of the attack, signified by the value of Xj, results in

W(ee)=0, X(e0)=0, Y(e0)=0, (13)

i.e. full recovery of the network. It could be seen that the above assumption is not realistic unless
the “sense of reality” is assured by the condition

W (1) < WM =% (14)

thus preventing the full congestion of the network communication channels.

It is important to realize that equations (10, 11) are stochastic by their very nature: their
parameters reflect the combined behavior of numerous hosts of the network and therefore the
obtained model can reliably describe the network in general but not any individual host.
Moreover, numerical values of the model parameters reflect properties of a particular network
and are subject to change depending on many factors including the propagation engine and
payload of the particular worm.

Figure 3 presents the simulation setup implementing the above model in the SIMULINK
environment.

e > Ui v, -
L AT ; "
— |
— o | > -
" N
[
- ..:__]-——-0 3% >-
1 L =
. ¥ 1—l 4
»r?-*» 3 f =T
» = J
S - —_— —_—

Figure 3: Simulation Setup
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The results of the simulation experiment (Fig. 4) indicate that with the appropriate choice of the
model parameters, it realistically describes the nature of the active network response (in relative
units): the increase of the number of infected hosts from some initially introduced value, increase
of the number of deployed anti-worm software units in response to the attack, drop of the
bandwidth resource of the network due to the worm and anti-worm propagation, and finally, the
full recovery of the network from the attack.
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Figure 4: Propagation Dynamics of the Worm and Anti-worm During Active Network
Response

3.2. Discrete-time Model

The discrete-time model comprises the following system of equations:

X(i)=an, -X(i-1)-6 -k -Y(i-1)-6-y,+X(i-1)
Y(i)=Y(i-1)+k,-Y(i-1)-6-B-n-Y(i-1) (15)
W(i)y=-W(i-1)-y+X(i-1)-n_ -0+k Y (i-1)-6

where
X (i) is the number of infected hosts,

Y (7) is the number of anti-worm instances in the network, and
W (i) is the amount of bandwidth consumed by the worm and anti-worm activity.
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The parameters of the model are described in the Table 2 below.

Table 2. Model Parameters

Parameter | Formula Description
Probability of hitting a vulnerable host at time
Q a,=(N=X(i-1)-Y({i-1))/N | i (not yet infected by the worm, nor the anti-
worm)
o, S =(1-w(i-1yw,,) Packet delivery probability
9 k = X(i-1) g Rate of sending attack packets by every unit of

anti-worm at time !

Probability of hitting a vulnerable host or a host

B B = (N-7(i- 1))/ N infected by the worm at time / (a victim of the
anti-worm)

¥ y = X(i-1)/N Probability of hitting a host infected by the

' ! worm

U Contant gain Proponjonal cocfficient used in the anti-worm
gencration rate control law

n, Constant gain &iti, c;fns]cndmg attack packets by every unit of
Amount of consumed bandwidth due to

6 Constant gain transmitting of one attack packet of a worm or

an anti-worm

Coefficient determining the rate of decrcasing
14 Constant gain of the amount of consumed bandwidth (in
natural motion)

Total number of susceptible hosts in the

onstant gain . L
L - & network (before worm and anti-worm activity)

W, Constant gain Maximum available bandwidth

max
Rate of the anti-worm population decrease in

Constant gain ]
n X natural motion

As model (15) was developed, several reasonable assumptions were made and simplifications
were introduced. First, the probabilities;, S and ¥, were approximated assuming an identical

and indcpendent distribution. We neglected network topology and infrastructure limitations.
Also, for the sake of simplicity, we assumed that the worm and anti-worm have only one packet
attack and utilize a QoS free transport protocol such as UDP. For an example o<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>